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TL;DR

We hypothesize that quantization has regulariza-
tion effect that is related to quantization level. We
model quantization as a form of additive noise. We
show that the magnitude of this noise is correlated
with the level of quantization. Our empirical results
show that the regularization effect of quantization
exist regardless of model, dataset, vision task and
quantization technique.

Related Work

Regularization effect of quantization has been
studied before. We have categorized earlier works
into three main lines of work (refer to the paper for
full list of references):

• Effect of Quantization on Accuracy Improve-
ments: Courbariaux et al.(2015), Mishchenko
et al. (2019). (2018), Abdolrashidi et al. (2021)

• Analytical Studies: Merolla et al. (2016), Al-
izadeh et al. (2020), Zhang et al. (2022)

• Using Quantization for its Regularization Ef-
fect: Hou et al. (2017), Hou & Kwok (2018)

Unlike the previous work, we provide an extensive
list of experiments performed on different models,
tasks and datasets. Also, to the best of our knowl-
edge, none of the previous works provide a study
on how different quantization level is related to in-
duced regularization.

Quantization Noise as a Regularizer

Weight quantization can be characterized as noise per-
turbing the weights. Such noise can be described as:

f(x,wq)= f(x,w+ δ)

Given the mean square error loss, assuming that the
quantization noise follows a normal distribution, δ ∼ N
(0, σI), applying a first-order Taylor approximation around
the weights of the full precision model, results in the fol-
lowing approximation on the L̃:

L̃ ≈ L+ σδ2
m

∑m

i=1
∥∇wŷi∥22

In the above equation, σδ
2

m shows the amount of regular-
ization that is induced into the loss function due to quan-
tization.

Results

The value in each cell shows the test accuracy difference
between the quantized and full precision models. The
position of each cell shows the corresponding augmen-
tation. quantized model generalized better than full
precision model, shows the opposite.
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Validation objective loss of 4-bit quantized , 8-
bit quantized and full precision model for the
YOLOv5n model on the VOC dataset. Unlike the
quantized model, the full precision model exhibits
heavy overfitting. We believe that the quantized
model has better generalization performance due
to its regularization effect.

Remarks

Our experiments show that the regularization ef-
fect of quantization exist regardless of model,
dataset, vision task and quantization technique.
Finally, we analytically and empirically confirm
that this regularization effect is correlated with
quantization level. Our empirical study shows that
moderate quantization (8-bit) helps models gen-
eralize better.
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